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Abstract 

The use of Business Analytics (BA) helps to improve the quality of decisions and reduces reaction latencies, 

especially in uncertain and volatile market situations. This expectation leads a continuously rising number 

of companies to make large investments in BA. The successful use of Business Analytics is increasingly 

becoming a differentiator. At the same time, the use of BA is not trivial, rather, it is subject to high socio-

technical requirements. If these are not addressed, high risks arise that stand in the way of successful use. In 

particular, it is important to consider the risks in relation to the different types of BA in a differentiated way. 

So far, there is a lack of suitable approaches in the literature to consider these type-specific risks with regard 

to the socio-technical dimensions: people, technology, and organization. This paper addresses this gap by 

initially identifying risks in the use of Business Analytics. For this purpose, possible risks are identified 

using a systematic literature review and verified with a Delphi survey with various partners experienced in 

dealing with BA. Subsequently, the identified and validated risks are assigned to three different types of 

Business Analytics (Descriptive, Predictive and Prescriptive Analytics) and assessed in order to 

systematically address and reduce the risks. The result of this paper is an overview of the interactions 

between the socio-technically assigned risks, summarized in a risk catalog, and the different types of 

Business Analytics. 
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1. Introduction 

Continuously changing market conditions, the exponential advancement of digital technologies and the 

profound change in customer requirements demand high adaptability and the making of well-founded 

decisions with minimal reaction latencies [1-3]. To meet these developments, companies are using data-

based information and decision systems with advanced statistical methods and functions (analytics), which 

are summarized under the name of Business Analytics (BA) [4]. The use of BA supports companies in 

formulating and achieving strategic, tactical, and operational goals and contributes significantly to data-

driven decision-making [5]. The almost unlimited possibilities induce a paradigm shift for global 

competition and enable maintaining long-term competitiveness [6,7]. 

The expectation has been a major contributor to the continuous increase in investment for several years, with 

an annual average growth rate estimated at 14 percent for 2027 [8]. Despite the high expected potential, 

many companies face major challenges which are induced by the deployment of complex systems and 

technologies that have a great impact on the organization and its employees. In this context, various 

organizational, technical, and human risks arise, which overwhelm the companies [9]. This is reflected in a 

high introduction and implementation failure rate of 65 to 80 percent [3]. To address the high failure rate, it 

is essential to identify, assess and reduce risks in the use of BA. For this purpose, capabilities must be 
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developed in the companies to address the risks and to ensure the successful use of new technologies [10,11]. 

To achieve this goal, this paper identifies type-specific risks in the use of BA and examines their socio-

technical interactions. Thus, an overview of the interactions between the socio-technical assigned risks, 

summarized in a risk catalog, and the different types of BA can be given. 

The remainder of the paper is organized as follows. In section 2, the relevant theoretical background is 

provided. The state of the art is elaborated on in section 3. The research methodology and the study design 

are explained in section 4. In section 5, the results of the paper, the risk catalog, and the type-specific 

relationship matrix are discussed. A conclusion is provided in section 6. 

2. Theoretical Background 

2.1 Business Analytics 

As both information systems and enabling technologies have matured, the prevalence and use of these in 

enterprises have increased dramatically. The cause and result of this development is the ability to generate 

and store an exponentially increasing amount of data, which has found use under the umbrella term "Big 

Data" [1]. The great diversity of application and maturity is reflected in the types Descriptive, Predictive, 

and Prescriptive Analytics. In this paper, the conceptual understanding, description, and typification are 

based on [12]. They characterize BA by nine characteristics with a total of 29 features in a morphological 

box. On this basis, three consistent types are formed and validated [12]. In this understanding, BA as a 

capability can be defined as follows: "application of 'various techniques, technologies, systems, practices, 

methodologies, and applications that analyze critical business data' [...] to enable evidence-based problem-

solving and recognition within the context of business situations [...]" [13].  

2.2 MTO concept  

The socio-technical systems approach was developed in the 1950s by [14]. Working in a British mine, it was 

found that a technological change had a significant impact on the social system [14]. A concept developed 

by [15] within the framework of socio-technical systems is the MTO concept. It is based on the interaction 

between the employees, the technical systems, and the organizational structures and processes. The central 

point of this concept is the work task [15]. The benefits gained by a company using BA depend in particular 

on the ability to use data and information effectively; the interaction between people, technology, and 

organization is of fundamental importance in this respect [16]. The design of the successful use of BA can 

thus be classified in the MTO concept [17]. 

2.3 Risk  

Companies must take risks to seize opportunities [18]. Therefore, responsible handling of these risks must 

be ensured by successful risk management [19]. To this end, a uniform understanding of risk must first be 

created. In this paper, the risk is defined as [20] “any possible deviation from a planned state, which must be 

considered in terms of its cause and effect”. In this context, risk in the narrower sense, the danger of losses, 

and risk in the broader sense, the chance of winning, is considered [21]. In the context of the objective of 

this study, this means that only those risks are considered that stand in the way of the successful use of BA. 

Deviations that have a positive effect on the objective are thus not in focus. Risk management in companies 

includes all organizational processes that allow the risk management process to run [22]. Based on the risk 

strategy, this process consists of risk identification, risk analysis and assessment, risk control and risk 

monitoring, and risk communication [20-23]. Regarding operational information systems and IT security, 

the content of the risk management process must be adapted to the topic area [20,24]. To this end, starting 

from the corporate strategy, the objective of IT risk management, including the risk objects and their 

interactions, is first defined [20]. 
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3. State of the Art  

To summarize the state of the art, a Systematic Literature Review (SLR) is conducted. For this, the process 

by [25] is used. The following search strings were used in the literature review: “Business Analytics”, 

“Business Intelligence”, and “Big Data Analytics”. These were considered in combination with the terms 

“risk”, “introduction” and/or “implementation”. Additionally, related terms such as “success factors” and 

“utilization” were considered. IT security frameworks are considered, but are not the focus of this study, as 

they take less account of the socio-technical contexts in the use of BA. Based on the combinations of the 

different search terms, 732 publications were found using Google Scholar, IEEE Explore, and Scopus. The 

publications found were selected to be relevant based on the title, abstract, and a subsequent reading of the 

full texts. As a result, the following eleven sources were identified: [3,10,26-34].  

The sources found were then analyzed based on the fulfillment of four criteria. The criteria were formed 

based on the objective of this work. The first two criteria represent, to what extent BA-related risks in the 

narrower and broader sense are considered and how they are located in the socio-technical system theory. 

The other criteria reflect whether the models from the literature were developed in a specific context or if 

they can be applied in general. The degree of fulfillment is evaluated on a 5-level scale. These five levels 

are “not considered”, “marginally considered”, “partially considered”, “explicitly considered”, and “focus 

of consideration”. None of the analyzed sources fully consider all aspects. The analysis is not an evaluation 

of the quality of the publications, but rather a consideration of the fulfillment of the individual criteria. The 

result of the analysis is shown in Figure 1. 

  

Figure 1: Overview of investigated literature 

4. Research Methodology 

The Delphi method is an explanatory tool for obtaining a consensus opinion on a topic using interviewing 

experts. The basic assumption is that the validity of the consensus is higher than that of a single opinion [35]. 

A central aspect of this method is the multi-stage questioning of experts to gather information on a specific 

topic [36,37]. The Delphi method begins with the selection of experts, followed by individual rounds of 

questioning, and finally the analysis of the results [37,38]. Depending on the goal of this method, four 

different designs can be typified, which are distinguished by seven criteria [38]. In this paper, the design of 

the Delphi survey is used for idea generation in a qualitative design. The special characteristic of this design 

is not the consensus of several opinions, but the goal to find a set of ideas for a certain problem solution [38]. 

In this research, the survey was modified by replacing the initial qualitative survey with a literature review 

(see chapter 3). The results of the literature review were then presented to the participants as the results of 

the first round of interviews. The experts could then reflect and contribute additional ideas in the second 
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round of interviews. The second round of questioning was conducted using a workshop and several 

interviews. A standardized topic-specific dashboard was used as a tool for the survey. After the second round 

of questioning, the results were collected for the objective of this work and integrated into existing models. 

A total of seven experts were involved in a workshop and interviews from September to October. All 

participants were experienced in the use of BA. 

5. Results 

5.1 Risk catalog 

Based on the literature review in chapter 3, 30 different risks related to the use of BA could be identified. 

With the Delphi survey, all risks could be confirmed. One risk was added during the interviews and was 

additionally approved in the literature. Thus, 31 socio-technical risks in the use of BA can be summarized 

in a risk catalog. In the following, the risks are assigned to the three socio-technical dimensions of people, 

technology, and organization and explained in detail. The result of this step is a risk catalog, see Figure 2. 

5.1.1 People 

The first dimension to be considered is people. In this dimension, a distinction is made between the risks 

associated with the competence of the employees and the risks associated with acceptance by the employees. 

The first category includes the risk of inadequate employee training and education and low IT skills 

[3,10,30,32]. If employees are not sufficiently familiar with BA methods or do not have the skills to analyze 

data correctly, the included data may be insufficient or even incorrect [30]. In addition to this, there is the 

risk that a user without sufficient experience cannot critically scrutinize the results obtained and does not 

recognize possible wrong decisions [32]. Employee acceptance is divided into possible employee resistance 

to culture change, the risk of job loss, the risk of lack of team commitment and involvement in BA methods, 

the risk of change in employees' previous tasks, and employee unwillingness to accept change [10,28,30,33]. 

The aforementioned risks of acceptance by employees are either induced by them or result in them. People 

often find it difficult to accept innovations, so they would often be against a change in an existing system 

[30]. In addition, for the successful implementation of BA, certain roles need to be represented by a team, 

which can change the responsibilities of employees [33]. The permanent risk of job loss for example prevents 

employees from being open to a possible change, so they may be able to prevent it [30]. In addition to these 

aspects, as a consequence of low acceptance by the employee, the risk of lack of commitment and 

involvement by the team must be considered. In addition to resistance to a potential culture change, the risk 

of negative employee attitudes towards change should also be considered in general. This can prevent the 

decision to use a particular tool even before it is introduced [10]. 

5.1.2 Technology  

The second socio-technical dimension is technology. The risks in this dimension are subdivided into risks 

that can be assigned to information technology (IT) and the risks that affect the data as the starting point for 

the BA application. Concerning the risks of information technology, it must be taken into account that, in 

addition to the risks directly affecting the integration of new systems, general risks can also occur when 

using IT systems. Thus, it must be ensured that the systemic conditions are sufficient for the use of BA and, 

at the same time, security risks are taken into account [3,28,31]. This means that integration complexity and 

technical uncertainties must be mitigated by the infrastructure. In addition, scalability risks must be 

considered [10,30,34]. If a system is not sized large enough for data collection, it may not be able to collect 

all relevant data [30]. Finally, it must be considered that innovative methods can lead to risks if they are not 

sufficiently tested [26]. Therefore, the IT risk category consists of the risks of integration complexity, 

technical uncertainties, scalability risks, IT security due to data protection issues and cyber-attacks, and 
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insufficient IT infrastructure and innovative methods [3,10,26–34]. The risk characteristics of the data 

category are the data source, data quality, and data storage [3,27–30,32–34]. These must be taken into 

account right from the start of the implementation process [29]. If a risk event occurs in these aspects and, 

for example, the data quality requirements are not met, effective decision-making may be significantly 

influenced [32]. The risk concerning the data source and data storage is assumed by the respective medium 

used. This means that successful implementation is fraught with risk if different media are used, especially 

media that are not easily compatible [33,29,30]. 

5.1.3 Organization  

The last dimension considered is organization. Risks found here can be divided into the category of financial 
risks and internal risks. Financial risks can also prevent the implementation of BA, for example, due to the 

lack of an appropriate budget or the deterrent effect of long payback periods with uncertain returns [10,30]. 

Another financial aspect that adds some risk to the use of BA is the fact that there are costs that exist only 

during the application and cannot be estimated beforehand [10]. These hidden costs, when they occur, are 

an aspect that poses a risk in the use of BA. Thus, the category of financial risks includes large investments 

in software and hardware, long and uncertain payback periods as well as uncertainty about involved costs 

[10,30]. The risk characteristics of internal risks are insufficient resources, reassignment of employees, 

quality of business requirements especially the definition of BA deployment objectives, no alignment with 

business strategy, change management, and regulatory and security changes [3,10,27,29,30,32,33]. In 

addition to the resources provided by the organization, the general structures also influence the application 

of BA. For example, a company's change management should be transparent, accountable, and 

communicated accordingly to avoid concerns about the new technology [3,29]. In addition to this, the 

reassignment of employees must be done expeditiously, because delays in this organizational task can also 

be a risk for the integration of BA [30]. Another important aspect is the targeted design of the BA project 

about the business requirements and the strategy. These two points are important as they directly influence 

the BA process [3,29,32]. In addition to these two points, regulatory and security standards must also be 

considered. If such a norm changes, the corresponding tool must also be modified. However, this has for 

example the consequence, that flexible changes are no longer possible [29]. In addition to this, risks such as 

the lack of BA application use, insufficient top management support, and no existing knowledge 

management structure and organizational learning must be considered [3,27,29, 32]. If BA applications are 

not used sufficiently, the full business potential cannot be exploited [29]. As a result, future investments in 

BA will be reduced. Another important risk is the lack of top management support. If the relevance of a 

process is not clearly communicated and the corporate culture is not positively influenced in this direction, 

the project may fail [3,27,29]. The knowledge management structure and organizational learning are 

important success factors for the implementation of BA. They are largely responsible for the acquisition and 

storage of knowledge and thus have a direct impact on the internal data available to BA methods [3]. Lastly, 

a lack of continuous risk monitoring, static project management, and negative experience with previous IT 

projects must be considered as risks [3,30,32]. Continuous risk monitoring must be performed to not only 

be aware of the risks that might arise but also to keep track of them [3]. A lack to identify or address a risk 

can lead to project failure [21]. It is also important that the project management can react in an agile manner 

to different situations, otherwise, it hinders the adaptation [32]. Another risk is about the experience with 

regard to past IT projects. In particular, failed IT projects can lead to the use of a new technology being 

hindered [30]. 
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Figure 2: risk catalog including relationship matrix 

5.2 Relationship matrix 

The objective of this study is to identify the link between the socio-technically addressed risks and the 

different types of BA. For this purpose, the risks are compared with the different BA types against the 

background of the typification according to [12] to determine the correlation. The comparison is based on 

the identified risks in the literature and was confirmed by the experts of the Delphi survey. If there is no 

significant risk between a risk characteristic and the aspects of the BA type, it is characterized by a “-“. 

However, if there is a medium risk, a “+” is used. High risks can be described with a “++”. Based on this 

assessment, a total of 52 interactions could be identified. This corresponds to 55,91 percent significant 

interactions. As a result, the most important socio-technical risks for the individual BA types can be derived 

from Figure 2. 

5.2.1 Descriptive Analytics 

The least mature type of BA is Descriptive Analytics. This is also reflected in the characteristics of the risk 

assessment, in that the fewest significant risks can be assigned here. Aggregated with the risk category level, 

inadequate employee training and education [3, 30, 32] - + ++
low IT skills [10, 30, 32] - + ++
employee resistande to culture change [30] - + ++

change in employees' previous tasks [28, 30, 33] - - +
risk of job loss [30] - - +

lack of team commitment and involvement [30] + ++ ++
unwillingness to accept change [10, 30] + + ++
integration complexity [10, 28, 32, 33, 34] + + ++
technical uncertainties [10, 30, 33] + + ++
scalability risks [30] + + +

IT-security - data protection issues and cyber-attacks 
[10, 26, 28, 30, 31, 32] + ++ ++
insufficient IT-infrastructure [3, 10, 27, 28, 29, 30, 31, 
32, 33] - + ++
innovative methods [26] - + ++
data quality [3, 27, 28, 29, 30, 32, 33, 34] + ++ ++
data source [29, 30, 33] + ++ ++
data storage [30] + ++ ++
large investments for software and hardware [30] - + ++
long and uncertain payback periods [10, 30] - - -
uncertainty about involved costs [10] - + ++
insufficient ressources [3, 29, 30, 33] + ++ ++
reassignment of employees [10, 30, 33] + ++ ++
quality of business requirements - definition of BA 
deployment objectives [29] + + +
no alignment with business strategy [3, 27, 32] - - +
change management [3, 29] + + +
regulatory and security changes [29] - - -
lack of BA application use [29] - + ++
insufficient top management support [3, 27, 31, 32] - + +
no existing knowledge management structure and 
organizational learning [3] + + ++
continuous risk monitoring [3] - + +
static project management [3, 32] - - +
negative experience with previous IT projects [33] - + +
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only Information Technology is affected by risks to a significant extent. This is induced by the risk of 

integration complexity, technical uncertainties, and scalability risks. The evaluation is induced by the value 

proposition and the analysis methodology as typification aspects. If the integration is particularly complex 

or the system is not sufficiently scaled, it may result in an insufficient consideration of the cause-effect 

relationships and thus the goal of descriptive analytics may be missed. Concerning the analysis methodology, 

the risk of technical uncertainties must also be taken into account. If a company does not have the technology 

to enable data visualization or statistical analyses, the use of BA will fail. However, at the level of risk 

characteristics, in addition to information technology risks, internal organizational risks can also occur in 

Descriptive Analytics. They include the risk of insufficient resources, the quality of business requirements, 

and the lack of structure for knowledge management and organizational learning. These risks relate to the 

direct input parameters of the BA technology, such as the type and structure of the data and, as a further 

aspect, the analysis methodology. If the respective risk case occurs, it becomes difficult, for example, to 

provide purely static and structured data. These are mandatory, as Descriptive Analytics methods cannot 

handle higher complexities. The analytics methodology must also be adapted to the objectives of the BA 

deployment to provide added value. 

5.2.2 Predictive Analytics 

The use of Predictive Analytics induces an increase in risks. A relationship can be found between each risk 

category, except for employee acceptance, and the BA type. In contrast to Descriptive Analytics, this BA 

type is more susceptible to risks due to employee competence. This is mainly induced by the 

comprehensibility of the results of the BA method and the analysis methodology. The results of this BA type 

are often only partially comprehensible, so employees who are not sufficiently trained have additional 

problems interpreting them correctly. The analysis methodology, such as data mining, also requires a certain 

level of IT knowledge for successful application. If an employee cannot use this knowledge, the application 

is in danger of failing. The increasing complexity or maturity of this BA type is reflected in many aspects of 

its technical system. In addition to the more complex analysis methods, a larger amount of data is also 

required, and semi-structured data can be used in addition to structured data. Accordingly, this type is also 

more susceptible to the risks from the socio-technical dimension of technology. It is noticeable that the socio-

technical dimension of technology has a medium risk for the BA type in eight out of nine risks. Another 

peculiarity at the level of risk characteristics is the link between the risk of insufficient resources and the BA 

type, this was assessed as high risk and should accordingly be taken into account by the company. Analogous 

to the type Descriptive Analytics, the risk concerns the input parameters of the BA method. The increase in 

the number and strength of the risks is justified by the fact that the complexity of the methods and the 

requirements for the IT infrastructure are increasing. In addition to this, it should be noted that other risk 

characteristics of the organization may have a greater impact on this type. 

5.2.3 Prescriptive Analytics 

The last BA type studied is Prescriptive Analytics. It has the most and highest socio-technical risks. In total, 

28 out of 31 risks are to be considered for this type. Half of the risk categories were identified as medium 

risk and the other half as high risk. All risks related to people need to be considered. Due to the type-specific 

characteristics of the BA method's task, such as automated decision-making or proactive information 

processing, its previous functions, and future tasks are significantly influenced. This means that the risks 

may increase, for example, due to the acceptance of the employees and disrupt the successful use. The 

characteristics of information technology and data must also be fully considered. Seven out of nine risk 

characteristics are classified as a high risk for the BA type. As with Predictive Analytics, this can be justified 

by the higher complexity of this BA type. This is not only caused by the more complex technological aspects, 

but also by the mature task-specific characteristics, for example, automated decision-making. The socio-

technical aspect of the organization has the missing three risk characteristics, these are long and uncertain 
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payback period, change management, as well as regulatory and security change. For these three risks, 

interactions with individual characteristic features can be considered, but the overall BA type is not 

sufficiently influenced. For a decision-maker, this means that he does not necessarily have to focus on these 

aspects when implementing BA. High risk is caused by the characteristics of large investment costs in 

software and hardware, uncertainty about involved costs, insufficient resources, lack of use of BA 

applications, and lack of structure for knowledge management and organizational learning. Similar to the 

remaining risks, these are assessed with a higher risk for Prescriptive Analytics, due to the more extensive 

task-specific and technological aspects.  

6. Conclusion and Outlook 

The categorization of risks and the investigation of their interaction can be presented as the result of this 

paper. Six different risk categories with a total of 31 different risk characteristics were identified in the three 

socio-technical dimensions. From the various interactions, it becomes apparent which socio-technical 

dimensions cause risks in the individual types. Best to our knowledge, this is the first overview in research 

of the socio-technical risks that arise from the use of BA. Overall, it can be concluded that more risks need 

to be considered the higher the maturity level of the Business Analytics type. In the case of Descriptive 

Analytics, few risks need to be taken into account; only the risk category of information technology contains 

a medium risk. These need to be given special consideration. In comparison, in the case of Predictive 

Analytics, almost all risk categories can induce a medium risk. A special focus should be placed here on the 

entire socio-technical dimension of technology. The third BA type, Prescriptive Analytics, has the highest 

risk interference. Accordingly, a comprehensive risk overview and a prior situation analysis should be 

performed for a successful implementation. In the future, it makes sense to develop possible risk avoidance 

strategies and make these available to companies.  
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